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Instabilities in Gravity Driven
Flow of Thin Fluid Films™

L. Kondict

Abstract. This paper presents theoretical, computational, and experimental aspects of the instability
development in the flow of thin fluid films. The theoretical part involves basic fluid me-
chanics and presents derivation of the thin film equation using lubrication approximation.
A simplified version of this equation is then analyzed analytically using linear stability
analysis, and also numerically. The results are then compared directly to experiments.
The experimental part outlines the setup, as well as data acquisition and analysis. This
immediate comparison to experiments is very useful for gaining better insight into the
interpretation of various theoretical and computational results.
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I. Introduction. Most traditional programs in applied mathematics, engineer-
ing, or physics include classes such as ordinary and partial differential equations, at
least one class in programming and numerical methods, and introductory physics, to
name just a few. Very often, however, there is no time for students to develop deeper
understanding of some particular problem that would allow them to apply their ac-
quired knowledge. Further, most of the typical classwork is individual, while the
skills that are needed in “real-life” surroundings include group work and a significant
amount of interaction between the members of a team.

One way to help students bridge the gap between their common classwork and
more involved problems, as well as to round off their undergraduate education, is to
offer a class that (i) is interdisciplinary, (ii) is related to some problem of practical
relevance and/or close to the forefront of current scientific research, and (iii) unifies
many different (and often disjoint) aspects of the classes they have already taken.
Satisfying all these requirements is not easy. At the same time, formulating an appro-
priate project is extremely gratifying, since working on a new and not yet completely
understood problem provides significant motivation and interest.

The project presented here was carried out at the Department of Mathematical
Sciences of NJIT during the Spring 2001 semester. It contains theoretical, computa-
tional, and experimental components, and includes some aspects of data analysis and
image processing, as well as more classical methods related to ordinary and partial
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differential equations, such as linear stability and numerical analysis. On the theoret-
ical side it requires an introduction to basic fluid mechanics, and on the experimental
one, the building of a (simple) apparatus. Since these different aspects are time con-
suming, the whole semester was dedicated to a single project. It is possible to modify
the problem so that it is completed faster, assuming that the students are familiar
with some fluid mechanics and that an experimental setup already exists.

The presentation assumes familiarity with basic ordinary and partial differential
equations (ODEs and PDEs), some knowledge of finite difference schemes, and not
much more. Depending on the level of a given class, and on the time frame, various
aspects of the problem can be included or not. In particular, more advanced topics,
such as implicit schemes in Appendix B or similarity solutions in Appendix D, can
be omitted if appropriate. In the opposite direction, a number of suggestions for ap-
proaching more complex issues (such as numerical solution to the eigenvalue problem,
(36), or understanding of its eigenfunctions) have been provided. The addition of
some of these topics would make this problem appropriate as a project for graduate
students.

On either level, the flow of thin fluid films is very convenient as a class/module.
The experiment itself does not require too much space, and it is safe and easy to
perform. The results can be obtained with the needed degree of precision using a still
picture camera or a camcorder. Finally, instabilities of any sort are always interesting,
and this problem is not an exception; the experimental results (see Figure 1) are
intriguing and strongly motivate the students and the instructor.

This paper is organized as follows. In section 2, I give an outline of the under-
lying mathematical model and provide references that are both informative and also
appropriate for advanced undergraduate students. Section 3 provides an overview
of the experimental setup, as well as of the data collection and analysis. Significant
material is contained in the appendices, which include description of the numerical
methods, lubrication approximation, an outline of the linear stability analysis, and
the self-similar solution. Exercise problems at the ends of the sections often provide
more detailed information needed for deriving some of the important equations.

2. Theoretical Modeling. The starting point for modeling flow of thin films
are the Navier—Stokes (N-S) equations. These PDEs are essentially an application
of Newton’s second law to the flow of fluids; see, e.g., the book by Acheson [2] for a
simple derivation and interpretation of various terms. Assuming also incompressibility
of the fluid film, which leads to the divergence-free condition

(1) V-u=0,
these equations are as follows:

(2) a—u+(u~V)u:—EVp+HV2u+gsinai—gcosak,
ot p P

where u is the fluid velocity, p is the density, and p is the viscosity, which effectively
introduces “friction” into the problem. The last term is due to the normal component
of gravity, and the next to last stands for the downhill component. The coordinate
frame is as shown in Figure 2. In section 2.3.1 and Appendix D, I discuss two impor-
tant aspects of the typical fluid profile, namely, the formation of a ridge just behind
the front and thinning of the fluid far behind.

The N-S equations are to be coupled with the appropriate initial and boundary
conditions (BCs). Initial conditions are relatively simple: one just needs to prescribe
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Fig. | Photos of the fluid flowing down an inclined plane at times = 0.5, 4, 8, 84 sec after release
(increasing from top left to bottom right). The inclination angle is a = 60°; other fluid and
flow parameters are given in section 3. The distance between the solid lines is 5 c¢cm in the
transverse, and 2 c¢cm in the downhill direction.

o

Fig. 2 Sketch of the fluid in two-dimensional geometry. The capillary ridge, which forms just behind
the fluid front, can easily be seen in experiments as a drop that forms as the fluid flows down
an incline. In most of this work we will neglect thinning of the fluid far behind the front.

an initial fluid shape. BCs are more involved, since they reflect the interaction of the
fluid film with the solid, and also with the air at the free surface (see Figure 2). At
the fluid—solid interface, one usually uses the so-called no-slip BC, that specifies that
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the tangential component of the fluid velocity vanishes there [2]. The BC at the free
surface is that there is a jump of pressure across the interface. The size of this jump
is proportional to surface tension. This is a material parameter that is responsible,
e.g., for keeping liquid drops together; essentially it tends to decrease the surface to
volume ratio. If the interface is flat, the jump in the pressure is zero. If the interface
is curved, this jump is a linear function of the curvature, &, of the free surface [2].

2.1. Reduction of Navier-Stokes to Thin Film Equations. Equations (2), com-
bined with the outlined BCs, are very complicated and difficult to address by either
analytical or numerical means. There is, however, one property of all thin film flows
that can be used for significant simplification. The film is thin; hence, the ratio of the
film thickness, h, and any in-plane length-scale, L, becomes a small parameter, €. In
Appendix A we show how the smallness of € simplifies the formulation. In particular,
by averaging over the fluid thickness, we effectively reduce the number of relevant
spatial dimensions. This helps tremendously in both theoretical and computational
analysis.

The reduction of N-S equations (often called lubrication, or long-wave approxi-
mation) leads to the following PDE for the fluid thickness, h(z,y,t) (see Appendix A),
oh 1

(3) — = ——V - [yh*VV?h — pgh®*Vhcosa + pgh®sina i,

ot 3u
where now V = (9;,0,). The fourth-order term results from surface tension (which
tends to flatten the free surface), and the last two terms are due to gravity. Note that
(3) is strongly nonlinear, requiring care in finding the solution(s) and understanding
of their properties.

Considering only the highest order term, (3) is a fourth-order diffusion equation
and has a number of interesting properties. One of them is the lack of maximum
principle, satisfied by the (usual) second-order diffusion. A consequence is that the
solutions of (3) are not bounded from either above or below. Therefore, even if the
initial condition is nonzero everywhere (i.e., the fluid completely covers the domain),
there is no guarantee that a solution will satisfy this property for all times. Closer
inspection of (3) reveals also that it is degenerate, meaning that the coefficient of the
highest order terms (h?) vanishes as h — 0. This and other properties of the equations
such as (3) are outlined in accessible manner in [4]. An alternative derivation of the
lubrication approximation, as well as an overview of a variety of problems involving
thin films, can be found in [14].

2.2. Nondimensionalization and Basic Properties of Thin Film Equations.
The first step in solving (3) is to put it in a nondimensional form. To do this, we scale
the fluid height, h, by the thickness far behind the front, h.. Next, we rescale the
in-plane coordinates, and time, by defining (z,9,t) = (x/z¢,y/c, t/t.). Balancing
the capillary (surface tension) term with the gravity ones specifies the appropriate
choice for z.. The requirement that the time derivative term is of the same order as
the terms on the right-hand side (RHS) of (3) yields the time scale, t.:

a?h, 1/3 3u a’xz.
(4) Te = . ; te = 2 .
sin v hZsino

The quantity a = y/y/pg is called the capillary length; this is the length-scale at which
the capillary effects become important relative to gravitational ones. The velocity
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scale is chosen naturally as U = z./t.. It is also appropriate to define the capillary
number Ca = pU/~; this quantity measures the importance of the viscous forces
relative to those resulting from surface tension. Using this nondimensionalization, we
obtain that (3), for h = h/h., is given by (dropping the bars)

oh oh3
(5) 5=V [R*VV?h] + D(a)V - [W*Vh] — T
where the single dimensionless parameter D(a) = (3Ca)'/3 cot(a) measures the size
of the normal component of gravity.

It should be noted that the lubrication approximation requires not only that the
direction normal to the plane be much shorter than any in-plane dimension, but also
that the slope of the free surface be small. The reader may want to check that this
requirement leads to [(h./a)+/sina)]?/? < 1 (assuming slopes of O(1) expressed in
terms of the nondimensional quantities). Therefore, the maximum thickness of the
film that still satisfies the assumptions of lubrication approximation depends on «; for
small a’s, this condition is always fulfilled; however, for large a’s, it is valid only for
very thin films. By specifying the parameters defining the fluid, it is easy to determine
whether lubrication approximation is appropriate for a given h.. Furthermore, after
we obtain a solution of (5), we need to check that the gradients of the solution are
not too large (see Exercise 2.2).

Before we proceed any further, we need to clarify one more point. There is an
obvious contradiction between the use of a no-slip boundary condition that requires
the parallel component of fluid velocity at the fluid—solid interface to vanish, and
the motion of the fluid front. In the literature this is called “contact line paradox.”
Although one can find a number of ways (some outlined below) around this issue, it is
worth emphasizing that this problem is not yet resolved; i.e., the fluid behavior close
to the contact line is not completely understood. Some of the possible approaches
are (i) inclusion of intermolecular (van der Waals) forces explicitly into the governing
equations, (ii) allowing for a fluid to slip at the boundary, or (iii) assuming that the
surface is already prewetted by a very thin fluid layer, called precursor film. This last
approach (used in this paper) is appropriate even when the surface itself is dry but the
fluid is completely wetting, such as silicon oil spreading on glass shown in Figure 1.
The interested reader can find a more complete description of the contact line problem
in, e.g., [7] and the references therein; in particular, [8] provides a detailed overview
of this issue.

2.3. Two-Dimensional Equation and Traveling Waves. Equation (5) is much
simpler than the original N—S formulation (2). However, it is still a strongly nonlinear
PDE. To gain basic understanding of some of its solutions, it is useful to simplify it
even further. One simplification is to assume that h is y-independent, meaning that
the film flows without developing any structure in the transverse direction. This
assumption reduces (5) to the following PDE with one space variable:

© O o [Whasa], + Dl) (WD), — ().

One possible choice for the BCs is
(7) h(0,t) =1, h(Lg,t)=b,  he(0,1) = he(Le,t) =0,

where L, is the domain size and b is the precursor film thickness, b < 1. The idea
behind (7) is that both far behind and far in front of the contact line, h does not change
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(the fluid is flat) and the thickness is fixed. This assumption is not exactly satisfied
whenever we have a fixed volume of fluid spreading, since the film thins with time.
However, both experiments and theory show that this thinning typically happens
on a much longer time scale than the development of instability (see Appendix D).
Correspondingly, it is a reasonably good approximation to assume that h is fixed at
2 =0, L,. These BCs lead to a traveling wave solution for h(x,t). That is, one can
define a function ho(§) = h(z,t), where £ = x — Ut, that satisfies (6) and the BCs
(7). Plug ho(§) into (6) and integrate once to obtain this ODE:

(8) ~Uhg + hihoeee — D(a)hhoe +hi = d .

The BCs (7) yield d = —b(1+b), U = 1+ b+ b2. In the limit b — 0 we obtain U — 1,
independently of «; this is one of the reasons for choosing the scaling (4). One can
think of (8) as an equation for the fluid profile in the reference frame moving with
velocity U down an incline; in that frame the fluid profile does not change with time.

To summarize, we have significantly simplified the problem from a system of
nonlinear PDEs (2) to a single ODE (8). This ODE is, of course, not sufficient to
completely understand the instability problem we are set to explore; it is, however,
a very good starting point. This equation can be solved numerically using, i.e., the
nonlinear shooting method. However, it turns out that it is actually easier to solve
the PDE (6) directly. The numerical solution of that equation is outlined below.

2.3.1. Numerical Results. The computational codes needed for efficient and ac-
curate solutions of high-order PDEs in more than one space dimension (such as (5))
are often very elaborate. However, simple equations of the form (6) are relatively
easy to solve. Appendix B presents the details of an appropriate numerical proce-
dure; some results are given below. Use of commercial software, such as MATLAB,
may be also appropriate.

Figure 3 shows the evolution of the fluid profile where the initial condition is
a smooth curve connecting two flat regions via a transitional part about the initial
front position, chosen at ; = 5. The results that follow are independent of L, or
of the details of the initial condition. The snapshots of the fluid profiles show that,
after initial transients, the flow develops a traveling wave profile, as outlined above,
traveling with the speed equal to vy = 1+ b+ b?. Note that computations can also be
performed in the traveling frame, moving with vy (i.e., in terms of the { coordinate
instead of x). In that frame, the film profile is steady after initial transients.

The main feature of the profile h(z,t) is the presence of a bump (capillary ridge)
near the contact line. This bump is much larger for D = 0, shown in Figure 3a, than
for D = 1, Figure 3b. In what follows, we will see that the height of the bump is
important in order to understand the stability of the flow with respect to perturbations
in the transverse direction. This bump can be seen by the naked eye in the physical
experiments outlined in section 3 (or simply by observing the flow of paint down a
wall).

Remark. In experiments, the BCs are typically slightly different, since there is
a fixed volume of the fluid supplied, and therefore the BC h(0) = 1 is not satisfied.
The numerical simulation can be easily modified to account for this difference by
replacing h(0) = 1 with h,..(0) = 0. The resulting profile can then be compared to
the similarity solution outlined in Appendix D.

2.4. Three-Dimensional Flow and Linear Stability Analysis. The main ques-
tion that we want to answer is whether the contact line is stable (straight) or not.
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Fig.3 Parts (a) and (b) show snapshots of the fluid profile at 6t = 2 intervals, obtained as a
numerical solution of (6), using Ly = 40, b = 0.1, and Ax = 0.05; the computational method
is outlined in Appendic B. Part (c) shows the results of linear stability analysis (34) (see
section 2.4 and Appendiz C). Here, ¢ = 27/ is the wavenumber and o is the growth rate of
a small disturbance. The mode of the mazimum growth, gm, is the one expected to appear
in physical experiments and should be compared to the distance between the patterns; see
Figure 1 and Table 1.

If not, can we understand the mechanism which governs the characteristics of the
emerging patterns, such as their growth, or the distance between them? In order to
reach the answers, it is necessary to include the third, transverse, direction.

Before proceeding to three-dimensional (3D) geometry, it is useful to recall the
typical experimental results (see section 3). After the fluid is released, for some time
it flows down uniformly, without developing any structure in the y direction (see
Figure 1a). During this initial time period, the solution of (8) (or, equivalently, of
(6)), describes realistically the dynamics of the fluid film. For longer times, patterns
start growing on top of this “base” solution. This scenario suggests that some insight
into instability can be obtained by superimposing a small perturbation on the base
solution, and following its time evolution. More precisely, consider (5) in the moving
frame defined by (&,y), and assume a solution in the form

(9) h(f, Y, t) = h(](f) + Ehl(gv Y, t) )

where € < 1 and hy (in some norm) is of O(1). Next, plug this ansatz into (5) and
keep only terms to O(e). This approach reduces the original problem (5) to a linear
problem for the correction, h;. Since linear problems are much easier to solve, we
expect to obtain h; with less effort than the full solution, h. The time evolution of
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hy will give us some insight into the initial development of instability. If h; becomes
large, this approach is no longer valid, since eh; could become comparable to hg. The
full derivation of the equation for the correction, hq, is given in Appendix C.

To simplify the problem, use the fact that the y-dependence of the solution,
hi(&,y,t), can be expressed as a continuous superposition of Fourier modes,

0
(10) Mt = [ oeemds.

— 00
Here ¢ is a wavenumber, which is related to the spatial period of the perturbation, A,
by ¢ = 2w/\. For convenience, consider a semi-infinite domain, —co < £ < 0. The
function g satisfies the linear equation (34), given in Appendix C (for simplicity of
notation, the dependence of g (and of o below) on ¢ is not stated). The next step is
to realize that the explicit time dependence of g has to be exponential due to the fact
that it satisfies the homogeneous equation (34). Hence

(11) 9(&t) = o(8) ™" .

The quantity o, called the growth rate, determines the time evolution: if ¢ is posi-
tive, any small perturbation (possibly due to microscopic noise) grows and develops
patterns; if o is negative, a perturbation disappears.

Equation (34), while linear, involves the solution, hg, of the base problem (8),
which is not known analytically. Then (34) has to be solved numerically as well.
Some insight, however, can be reached without resorting to numerics.

Let us consider the limit of small ¢, i.e., of very long wavelengths. Simple but
rather tedious computation shows (see Appendix C) that, for small ¢ (and letting
b—0),

0
(12) dmzf/ ho(h3 — 1)dt .

— 00

For larger ¢s, there is an additional term proportional to ¢*. That term produces a
negative contribution to o(g), since it involves surface tension, which always stabi-
lizes short wavelengths. Therefore, the only possibility for o to be positive is if the
integrand in (12) is positive. Hence, hg has to be larger than 1 for a considerable part
of the domain if the flow is to be unstable.

Now we can understand why the capillary ridge of the solution is important.
According to the just presented results, only the fluid film that develops a suffi-
ciently large capillary ridge can become unstable. Therefore, if we can solve the
two-dimensional (2D) problem and obtain hy, we can then calculate the integral,
(12), and obtain o. This gives the answer to one of the questions, regarding stability
of the flow.

What we still do not know is, if the flow is unstable, how to determine the distance
between the emerging patterns. To answer that question, we need to determine o(q)
for all ¢’s. There are many ways to achieve this goal. One of them is to solve the
linear PDE (34); an alternative is to use (11) to formulate (and solve) an eigenvalue
problem for ¢(§) (see Appendix C). The results presented here are obtained using
the first approach (see Appendix C.2); the second method is explained in some detail
in [17].

Figure 3c is typical: for small ¢’s, the resulting o is positive, but for large ¢’s, it
is always negative. Within the band of unstable modes, there are some ¢’s which are
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Fig. 4 Plan of the apparatus used in the experiments. The glass is fized to the upper platform, and
the rising mechanism allows for easy change of the inclination angle.

characterized by the largest growth rates (about ¢ ~ 0.5 in Figure 3c¢). Recalling now
that large positive o implies exponential growth with time, we immediately conclude
that these modes are the ones that grow in physical experiments. Hence, we can
proceed to make a meaningful comparison between theoretical, computational, and
experimental results, and test the validity of our theory.

The procedure outlined here is called linear stability analysis (LSA). It is very
commonly used in a variety of problems. Its most important aspect is that it reduces
nonlinear problems to linear ones and allows for the use of the superposition principle
and other methods appropriate to linear problems. This approach is valid as long as
the size of the perturbation is O(1), as assumed above; if the perturbation itself is
large, then LSA is not valid any more. In that case, one needs to resort to full numer-
ical solution of the corresponding nonlinear problem. However, even in that case, the
results of LSA are indispensable for the purpose of verifying the computational results.

Ezercise2.1. Use (3) and the definition of scales, (4), to derive the nondimensional
thin film equation, (5).

Ezxercise 2.2. Recall that the lubrication approximation requires that the gradients
of the solution be small. Estimate the maximum gradients shown in Figures 3a and 3b,
and find the relation between the dimensional fluid variables and the angle o necessary
for the lubrication approximation to hold (see also the discussion in section 2.1 and
Appendix A).

3. Experimental Techniques. Immediate comparison of theoretical and experi-
mental results is a very attractive feature of the presented problem. In this section, we
will first overview the experimental apparatus, and then review the data acquisition
techniques and the comparison to theoretical results.

3.1. Experimental Apparatus. Figure 4 shows a simple setup which is used at
NJIT. It consists of a wooden frame of dimensions of 100 x 50 cm, arranged in such
a way that the angle of the plane can easily be modified. A piece of glass of the same
dimension as the frame is attached, and the fluid is released close to the top of the
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plane using a simple mechanical “dam” consisting of a piece of rubber fixed to a metal
frame. After the release, the fluid flow is recorded using a digital camcorder. The
movie is then stored on a computer and later used for data analysis.

The fluid itself is polydimethylsiloxane (PDMS) (AlfaAesar Ward Hill, MA), also
known as silicon oil (viscosity: 50 ¢St; surface tension: 21 dyn/cm; density: 0.96
g/cm?). The fluid is cleaned off after an experiment is performed using soap and
water. The goal of the cleaning is not to take off the oil, but to achieve a reproducible
experimental environment by removing macroscopic sources of noise, such as pieces of
dust. Typically, 25 grams of PDMS are used per experiment. I note that a squeegee
is useful for demonstration purposes; one can use it to push the fluid up, and let it
flow down again.

Before proceeding with data analysis, it should be noted that experiments can
be performed using other, commonly available fluids such as vegetable oil or glycerin,
or using other surfaces, such as plexiglas. Different fluid/solid combinations, how-
ever, have different wetting properties, which are known to influence the shape of the
emerging patterns (see, e.g., [11]). The issue of the pattern shape is, however, com-
plicated by the fact that the inclination angle also influences the shape, as can easily
be verified in experiments; see also [1] for computational results. On a more relaxed
note, readers can perform a simple experiment in their free time by gently shaking
some red wine in a glass. A rim forms above the surface, which then becomes unstable
in a similar manner to the flow analyzed here. Interestingly enough, this setup leads
to a secondary instability of evaporative origins; details can be found in [9] and the
references therein.

3.2. Data Analysis and Comparison to Theoretical Results. There are a num-
ber of experimental results that can be measured and compared to theoretical ones.
The most obvious one is the distance between the developing patterns (see Figure 1),
which should be comparable to the wavelength of maximum growth obtained from
LSA (see Figure 3c), when expressed in terms of physical units. Careful inspection of
(4) shows that the needed scales involve the unknown film thickness far behind the
contact line, h. (the other quantities are material parameters). We recall that the the-
oretical analysis assumes constant thickness of the fluid, while in the experiments the
fluid thins far behind the front. One common approximation is to use the fluid thick-
ness at the time when instability first starts developing. To determine this quantity,
assume for a moment that the fluid of volume V is of rectangular solid shape character-
ized by width, W, length, x¢, and thickness, h.. Take W = 50 cm, and approximate
the distance the fluid spreads before it becomes unstable by x¢. This distance is typ-
ically about 5-10 cm, depending on the value of . Then, h. = V/(Wzy) = 0.5 — 1
mm. A more precise approach is outlined in Appendix D, where the approximate
shape of the fluid before the onset of instability is derived. That approach gives
he = 3V/(2Wx ), which is the value used to determine the scales in what follows.

Table 1 shows the experimental and theoretical /computational distances between
the patterns. The theoretical results are obtained from the plots similar to Figure 3c
calculated for different a’s. We see that the experimental and theoretical results
follow the same trend as « is changed, although there is a relatively large scatter of
the results. Exercise 3.1 mentions some sources of error.

Figure 5 shows the lengths of typical patterns, obtained from the experimental
movies. First, still photos (such as those shown in Figure 1) are extracted. Then the
positions of a few representative tips and roots are recorded at selected time intervals.
This procedure is rather time consuming, and it can be avoided by using one of the
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Table | The table shows the inclination angle «, theoretical value of the wavelength of mazximum
growth \¢, corresponding experimental value Aezp, the growth rate of the mode of mazimum
growth o, and the experimentally measured oegp.

@ At (cm) Aexp (cm) ot (sec™1) Oexp (sec™1)
30° 3.7 2.7 0.2 0.16
60° 2.3 2.5 0.3 0.20
82° 1.9 1.7 0.4 0.26
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Fig. 5 Ezperimental results for the length of four typical patterns from Figure 1, measured from tip
to root. Note that the y scale is logarithmic. The straight line is to emphasize exponential
growth for early times.

available commercial software packages, if so desired. However, working directly with
data provides very useful experience with movie and image analysis, extraction of
information through both mechanical and automated means, and processing of large
quantities of data.

Figure 5 shows that for very early times, the length versus time curve can be very
well fitted by a straight line, as predicted by LSA. The slope of this line can then be
compared directly to the theoretical values for the growth rate. These values, given
in Table 1, are extracted from results such as those shown in Figure 3c. Similarly
to the distance between the patterns, the precise comparison between theory and
experiments is difficult. Both theory and experiment, however, consistently predict
an increase of the growth rates as the inclination angle is increased.

For late times the growth of the pattern length is not exponential any more. In
order to compare experiment and theory, we note that for long times the surface
tension is relevant only in a small part of the domain (close to the fronts). Therefore,
it is reasonable to ignore the surface tension altogether. This approximation allows
for the formulation of an asymptotic solution, presented in Appendix D, valid for very
long times. The asymptotic approach concentrates on 2D situations, hence it does not
include instability and neglects the surface tension, as well as the normal component
of gravity. With all these simplifications, one obtains that the position of the fluid
front should vary with time according to z¢(t) o /3,
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Fig. 6 Position of the tips and of the roots in the experiment shown in Figure 1. The slope of the
lines can be directly related to the exponents governing the evolution for late times (see text).

Figure 6 shows the data for the positions of the tips and the roots on a log-
log plot; these are the same data as in Figure 5. In order to make a comparison
with experimental results, let us assume that in the experiments z;(¢) o t°, and
compare the value of 3 to 1/3. In experiments, the fluid becomes unstable and the
tips and the roots propagate according to different 8’s (different slopes of the solid
lines in Figure 6). In general, one expects that for the tips, G is slightly larger, and
for the roots, it is slightly smaller than 1/3. By simply estimating the slope of the
experimental lines in Figure 6, one can obtain the exponents and readily verify that
the prediction of the asymptotic solution is correct.

Ezercise 3.1. Discuss possible sources of error responsible for the differences be-
tween theoretical and experimental results for the distance between the patterns.
Consider both theoretical and experimental sources of inaccuracy. In particular, dis-
cuss the influence of the (unknown) precursor film thickness.

Ezercise 3.2. Verify the degree to which the assumption [(h./a)+/sin@)]?/? < 1
from section 2.2 is satisfied by the experimental data presented in this section. Com-
bine your result with the estimate of the maximum slope of the solution from Figure 3
(see Exercise 2.2) to decide whether the use of lubrication approximation is justified.

4. Conclusion. At NJIT, the project outlined here was carried out during one
semester by a group of six, mostly senior students. The students built the experimen-
tal apparatus and then spent some time learning how to perform the experiment and
obtain reproducible results. In parallel, about three weeks were dedicated to learning
the basics of fluid mechanics, as well as the reduction of N-S to the thin film equa-
tion. After this period, the students were ready to address the issues related to linear
stability analysis and performed this analysis in the limit of the small wavenumber of
a perturbation. The computational effort consisted of developing a C++ code that
solved the governing equation (6) in two space dimensions, mostly following the ap-
proach outlined in Appendix B. My experience was that use of a (simpler) explicit
method was appropriate, taking into account the computational difficulties involved
in implicit schemes.

Generally, the project was very well accepted by the students. While some aspects
(e.g., linear stability analysis) were rather difficult, and some other ones (e.g., the data
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analysis) rather time consuming, everybody, including the instructor, was curious and
interested to reach a good agreement between the experiment and the theory. Most of
the work was done in groups, each of which concentrated on one aspect of the problem
(theory, numerics, data analysis), with everybody participating in performing the
experiment. These groups were encouraged to communicate and discuss their results,
with the main goal for all of them being to develop a complete picture of the problem.
At the end of the semester, the students presented their results at a public seminar,
and also submitted a joint report [1].

Appendix A. Lubrication Approximation. Let us start from the N-S equations
(2). Denote the fluid velocity as u = (v, w), where w stands for the z component and
v for the in-plane components. Define L and h. as the x — y and z direction length-
scales, respectively. Also, use U as a velocity scale (to be specified later), and let the
time scale be defined by L/U. Next, define the Reynolds number which measures the
relative importance of the inertial forces (left-hand side of (2)) and the viscous forces
by Re = ULp/p. 1t is easy to show that if Re <« 1, then the inertial terms can be
ignored. Later we will need to verify that this assumption holds.

Next, define e = h./L, and & = «/L, § = y/L, Z = z/h.. The second derivatives
of the in-plane velocity components are rewritten as

0?|v| N 0?|v| B iaz\v| < 9?|v| B iBQM
or2 oy L2 02 922~ h2 972
where < holds since h, < L. Therefore, the in-plane derivatives can be ignored.

Next, based on the incompressibility relation, V - u = 0, we can also safely neglect
the normal component of velocity, w < |v|. These simplifications reduce (2) to

62
(13) Vap = MTZZ + pgsinai ,

9
0z

where Vo = (0;,0y). The last equation can be trivially integrated, and p calculated
up to some function of (z,y). This function follows from the so-called Laplace—Young
boundary condition, which states that at the interface, z = h(z,y), the pressure is
p(h) = —vK + po, where & is the curvature of the boundary, ~ is the surface tension,
and pg is the atmospheric pressure in the air phase. We obtain

(14) = —pgcosa ,

(15) p=—pg(z—h)cosa — vk + po .

Next, integrate (13) twice with respect to z, and use (15). Define P = pgh cosa — &
to obtain

2 2
(16) v:lVQPi—i-Az—l-B—@Sinaz—i,
m 2 W 2
where A and B are vector constants.
To proceed, we need BCs. At z = 0, specify the no-slip BC, |v| = 0, yielding B =
0. At the fluid—air boundary, z = h(x,y), the requirement that stresses are continuous
leads to 0v/0z|,_,. ) = 0 (since the air phase is assumed to be inviscid [2]). This

condition allows us to calculate A, reducing (16) to

1 2
(17) v=|-VP— ] Sinai} {Z - hz} .
% 7 2
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The next step is crucial. Average over the short direction to remove the z-dependence
of v, which would be difficult to measure anyway. Define this average by

I h?
(18) (v) = 7/ vdz = —— (V3P — pgsinai) ,
0 3

where (17) is used. From this point on, write V for V. Conservation of mass requires

oh
19 — 4+ V. (hv)=0.
(19) 5 TV (hv)
Instead of the v in (19), use (v). Also recall the definition of P, and approximate the
curvature k ~ V2h (see Exercise A.2). The resulting form of (19) is
oh 1
(20) i @V - [R3(pg cos aVh — yVk — pgsinai)] .
This is the so-called thin film equation (also given in section 2) that is used instead
of the N=S equations to analyze the behavior of thin fluid films.

Ezercise A.1. Show that the Reynolds number is indeed a small quantity. Use
the definition of scales (4) to obtain U, the typical experimental distance between
patterns to estimate L (see Figure 1), and the fluid parameters as given in section 3.

Ezxercise A.2. Derive the exact expression for the surface curvature. Find the
conditions under which the approximation k£ ~ V2h holds.

Appendix B. Numerical Methods. In order to obtain complete solution of the
governing equations, one has to resort to numerical techniques. In this appendix, I
outline a finite-difference-based computational technique that can be used to solve the
base problem (6). Some directions for solving the more complicated linearized problem
(34) are given later in Appendix C.2. The full 3D problem can be approached by
similar computational techniques as well; the interested reader can find some details
in [12], plots and animations in [1], and a general introduction to numerical methods
for PDEs in, e.g., [13].

B.l. Space Discretization. The computational domain is defined by 0 < o < L,
and discretized by the node points x; = iAz, ¢ = 0,..., N,, where Az = L,/N,.
Let y;(t) denote a discrete approximation to h(x;,t), specified by (6). We need to
formulate ODEs for dy;/dt at each i. These equations can be written in the form
(21) Cii’:fi, i=1,...,N,—1,
where f; is a discretization of the RHS of (6). The BCs give yo = 1, yn, = b.

The values of f; involve y; at the grid points adjacent to the point ¢ and de-
pend on how we calculate the required derivatives. Special care is needed due to
the high order of the governing equation. It is easy to check that a naive use of,
e.g., central differences can lead to a large computational stencil (i.e., there would
be many neighbor points involved in calculating f at a given node 7). The reader
can easily check that the fourth-order term would lead to a seven-point stencil, with
j=4—-3,i—2,i—1,i,i+1,i+ 2,9+ 3 involved (see Exercise B.1). Below I present a
simpler discretization, involving only five points, but still second-order correct. Using
a smaller stencil is important not only due to computational simplicity and perfor-
mance, but also since a larger stencil would involve a number of extra points at the
boundaries.
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B.l.1. Discretization of the Fourth-Order Term. Consider the general equa-
tion

(22) hy = (g(h)h:mw)w )
in our case g(h) = h3. Define forward and backward differences by

_Yi+1 7Y Y% T Y1

2 i ’ T, —
(23) YoiT A W Az

Equation (22) can be now discretized as
(24) Vit = (a(Yi-1,Yi)Vzaz,i), >

where a(s1, s2) is some approximation to g(h). It can easily be verified that (i) this
scheme leads to a five-point stencil; i.e., two neighbor points on each side of the given
point ¢ are used; and (ii) the scheme is second-order correct, as long as a is a second-
order correct approximation to g. The only remaining question is the choice of a.
One could use, for example,

N —

@) alons) =g lals) +alsa] or aes) =g |1+ 5]

Remark. Some recent works have shown that there are particular a’s that have
some special properties. For example, there is a choice that leads to the so-called
positivity-preserving scheme, meaning that if one starts from strictly positive data
for h, the scheme will help preserving this property. The interested reader is refered
to [4] and the references therein concerning the details.

B.1.2. Discretization of Lower Order Terms. The performance of a scheme is
usually determined by the discretization of the highest order term, so that discretiza-
tion of the lower order terms is not so important, as long as it is second-order correct.
The reader may want to experiment with different kinds of discretizations and com-
pare the convergence properties of the resulting schemes. One simple possibility is to
discretize the second term in the RHS of (6) as

0 1
(26) <8xh3hi> o~ (Ao (a(Yi+1,Yi)Yzii)y
while the last term can be discretized as
Oh3 1
(27) (é)x) o~ E(yfﬂ -y

B.2. Time Discretization. There are different schemes that can be used to solve
the system of coupled ODEs (21). The simpler ones are explicit schemes, which
use the values of f; in (21) at time ¢ to calculate the time derivative. The simplest
possibility is the forward Euler scheme, where one discretizes as

yi(t + At) —yi(t) .
At fl(t) ) ? 9 9 x ’

(28)

and then solves this system of equations for y;(t + At), i =1,..., N, — 1.
This scheme, while simplest to use, suffers from two problems. One is lack of
accuracy; as one could easily check, it is only first order in time. This problem can
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be removed by using more accurate schemes, such as second- or fourth-order Runge—
Kutta methods. A more problematic issue is the well-known fact that explicit schemes
may become unstable if a time step is too large. For (21), the stability requirement
is that At < C[Ax]*, where C is a constant (the fourth power is related to the fourth
order of (6)). For reasonably small Az, this requires rather small A¢. This issue can
be remedied by using implicit schemes, outlined below.

Remark. It is worth noticing that, despite their shortcomings, explicit methods
have been successfully used for the problem [1]. Therefore, it is not necessary to invoke
more elaborate implicit methods for the 2D problem, which we address here. For 3D
problems, on the other hand, implicit schemes are much more relevant; see [6, 12].

B.2.1. Implicit Schemes. Implicit schemes use the values of f in (21) not only
at time ¢, but also at time ¢ + At (there are also so-called multilevel schemes that use
the values from other time levels; see [13]). A rather standard method is the f-scheme,
which is formulated as follows:

yi(t + At) — y;(At)
At

where 0 < 6 < 1. Here, 6 = 0 leads to the forward Euler scheme, § = 1 to the (implicit)
backward Euler scheme, and 8 = 1/2 to the implicit second-order Crank—Nicholson
scheme. Any 6 # 0 specifies a system of N, — 1 nonlinear algebraic equations for
yi(t + At), i = 1,...,N; — 1. One commonly used approach to solving this kind of
equation is a variation of Newton’s method. Basically, one linearizes (29) about a
guess for the solution, and then solves the resulting linear system for the correction.
The guess is then updated and this iterative procedure repeated until the convergence
criterion is met. More precisely, the solution of (29) at time ¢"*! is written as

(29) —0fi(t)+(1—0)fit+At), i=1,....N,—1,

y'zﬂ‘f’l:y:‘_’_q“ iz]-a"'aNl’_]-a
where y; is a guess and ¢; is the correction. As a guess, one can use, e.g., the
solution from the previous time step, y!’. To linearize the equations, we express
(= fi(t"*1)) using the Taylor expansion of f* about y;:

ofi|”

n+1l _ * )
fz f7, + aq] QJ7

where the superscript * indicates that f; is calculated using y;. Equations (29) become
(30) ((SZ’]—FGAtF:j) q; :Ri, ’izl,...7Nm—1 s

where 0; ; is the Kronecker delta, and F; ; = df;/0q; is the Jacobian matrix. The
RHS of this linear system is

Ri=yl—y +0Atf; + (1 -0)Atf', i=1,...,N,—1.

The correction ¢; is then obtained by solving the linear algebraic system (30); this
completes one Newton iteration. Next, one checks whether ¢; is sufficiently small (in
some norm). If yes, the procedure is finished, and y} +¢;, i = 1, ..., N, — 1, becomes
the solution at time ¢"*1. If not, one uses y; + ¢; as a new guess and repeats the
procedure until the norm of ¢; is sufficiently small. The linear system itself can be
solved using any standard method, such as Gaussian elimination. Of course, use of
iterative methods, such as SOR or biconjugate gradient, is appropriate as well [13].
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Ezercise B.1. Apply central difference formulae directly to (22), without using
forward /backward difference formulae (23). Show that you obtain a seven-point for-
mula; i.e., three points on each side of a given point (plus the point itself) are needed
to calculate the fourth derivative. Then, show that the discretization defined by (24)
leads to a five-point computational stencil. Next, use Taylor series to show that if a
is a second-order correct approximation to g, then the scheme (24) is itself of second
order.

Ezercise B.2. Use (24), (26), and (27) to reduce the continuous equation (6) to its
continuous time, discrete space version, (21). Write down explicitly the expressions
for f in (21) that result if either of the interpolations specified by (25) is used.

Appendix C. Linear Stability Analysis (LSA). The basic ideas behind LSA are
introduced in section 2. Here I provide some details; the reader should also consult
[3, 5, 15, 16, 18], where this problem is presented in complementary ways, including
an introduction to various concepts, such as the superposition principle, normal mode
expansion, eigenvalue problems, etc. The presentation here is simplified considerably
in order to concentrate only on the most relevant questions. One simplification is
to let b — 0. Furthermore, the origin of the coordinate system is positioned at the
unperturbed contact line, and for convenience we will assume a semi-infinite [—o0, 0]
domain.

In section 2, I explained the motivation for expanding the solution in the moving
reference frame, traveling with velocity U. In this reference frame, we have

oh 3o 3 oh?
(31) E+V~[hVVh}fD(a)V«[th]+87£7Uh£:07

where { = — Ut and V = (0¢, 0,). Write down a solution in the form

(32) h(f, Y, t) = ho(f) + 6h1(§7 Y, t) )

where € < 1, and substitute this expansion into (31). The leading order terms (O(€?))
give the 2D equation (8). The first-order terms (O(e')) yield

oh
871 ==V - [BgVV?hy1 + 3hih1 V'V R

(33) 5 ) >
+D(a)V . [hOVhl + 3h0h1Vh0] — (hohl)f + Uhg s

where f¢ stands for 0f/0§. The next step is to replace the solution, hi, by its Fourier
integral in y; see (10). The superposition principle tells us that we can consider each
q separately, due to linearity of (33). Therefore, for a given ¢, we substitute (10) into
(33) to obtain the following equation for g (see Exercise C.1):

g
4 -
(34) En Ly,
where the linear operator, L, is given by
d* d? d?
_13 3 2\ 73

(35)

+ 2= ()e(Dle) + %) J; + B (D) + 7).
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The homogeneity of (34) implies exponential time dependence of g = ¢(&)e’t (11).
The growth rate, o, determines the temporal evolution of h;. Using (11), (34) can be
rewritten as

(36) Lé=—0d.

The last equation is an eigenvalue problem for the linear operator £; the values of o
satisfying this equation are eigenvalues, and the corresponding ¢’s are eigenfunctions.
Since ¢ = o(q), the perturbations characterized by different wavelengths A = 27 /¢
behave differently. Figure 3c shows an example where there is a range of ¢’s for which
o is positive; these perturbations grow with time. Outside of this range, o is negative,
and these perturbations decay exponentially.

To obtain the results shown in Figure 3c, one needs to solve (36). In general, this
can be done only numerically (see Appendix C.2). However, an analytic solution can
be obtained in the limiting case of very small ¢’s, as explained below.

C.l. Limit of Small Wavenumber. Note that (36) contains only even powers
of ¢, up to ¢*. Then the solution should depend only on even powers of g as well:

(37) ¢=¢o+ b1 +q'd2, o=00+q¢0 +q'0s.

If g is small, the terms O(g*) are not relevant. I concentrate on this limit, and
proceed to derive the equations for ¢y and ¢;. (Note that (36) has to be valid for all
¢’s. Correspondingly, each power of ¢ can be considered separately.)

C.l1.1. O(q°). Substituting expansion (37) into (36), we obtain
(38) 260 — D()hios + h(%(boggdf = —00¢o -

To proceed, consider the BC at the contact line. The perturbation, g, modifies the
position of the contact line from £ = 0 to £ = &, where &,(y,t) = —ee'¥% 7. The BC
at the contact line, h(&,, y,t) = 0, needs to be linearized:

0= h(&,y,t) = ho(&) + €1 (0,y,1) + O(€)
(39) = ho(0) — "7 ho(0)¢ + €g(0,t)e' ™ + O(e?)
= eettytot (—ho(O)g + ¢0(0)) + O<62> ,

where h(0) = 0 follows from b = 0; (11) and (32) were used. Note that we first
expand the solution h itself to O(e) and then calculate the base solution, hg, at the
modified boundary. This requires the Taylor expansion of kg, which explains the term
involving hge above. The obvious conclusion is that ¢o(0) = hee(0), giving the BC
for ¢g. Going back to (38), we see that it is reasonable to try with ¢g(&) = hoe(€) as
a candidate for the solution. Plugging this ansatz into (38) leads to

(40) [2h0¢ — D(a)hihoge + hghogeee] . = —ohoe -

In Exercise C.2 below one shows that the term in the square brackets vanishes, lead-
ing to o9 = 0. Therefore, the Fourier mode characterized by the zero wavenumber
(translation) is “marginally stable”; it does not evolve in time. This is a consequence
of the translational invariance in the £ direction: we can always move the film up or
down the incline without changing its properties.
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C.1.2. O(g?). To this order, (36) leads to the following equation that now in-
volves ¢g and ¢q:

hodreeee + (hi)edreee — D(a)hidee — 2hidoce + (2 — (hg)e D())dae
— (h§)edoe + hyD(a)po = —a1hg -

Simplifying this equation leads to
(41) —hidoge + [Mo(drece — D(a)dre — dog)le + hyD(a)do = —o1dq -

Now, integrate (41) over the domain and use ¢ = ho¢ to obtain

0 0 0
(42) / o1hoedr = h3hogee dz — D(a) h3podz .

—o00 — —o0

Note that the term inside the square brackets in (41) does not contribute, due to the
BCs. Finally, use (8) to perform the integration in (42), yielding

0
(43) o1 = /_ ho(hg — 1)dz .

Following the same approach, one can also derive the result for nonzero b [5, 16]:

1 0

= ﬁ _Oo(ho - 1)(]7,0 - b)(h() +b+ 1)dl‘ .

01

C.2. LSA for Arbitrary Wavenumber. If ¢ is not small, one needs to solve
either (36) or (34) numerically and extract the growth rate for all ¢’s. It turns out
that solving (36) is a nontrivial task; the interested reader is refered to [17]. Solving
(34) is, however, easier, and the results can be obtained by the following procedure
(an alternative approach can be found in [3]):

1. Obtain a discrete approximation to hg(£), as outlined in Appendix B. Note
that Appendix B concentrates on solving (6), while here we need a solution
of (8). The simplest approach is to calculate the solution of (6) for late times;
that solution is steady in the moving reference frame (see Figure 3).

2. Fix ¢, and solve (34) (again for late times).

3. Assume that the solution depends exponentially on time (as prescribed by
(11)), and extract the growth rate, o(q).

4. Repeat for other values of ¢; i.e., return to step 2 above.

Ezercise C.1. Derive (34). Note that for a given ¢, integral (10) reduces to ge'?V.
Each y derivative in (33) then produces a factor of g.

Ezercise C.2. Using the original ODE, (8), and its derivative, show that the term
inside the square brackets of (40) identically vanishes.

Appendix D. Self-Similar Solution. Let us concentrate on (6), applied to the
flow down a vertical plane. Throughout this work, I have assumed that the fluid
thickness is constant far behind the front. This assumption is, of course, only approx-
imately correct, since the fluid eventually thins out there. In this appendix, I apply a
technique, called the similarity method, to explore how this thinning process evolves
in time [10]. This approach is quite general, and a very powerful method for reducing
PDEs to ODEs.
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First, note that far behind the front, surface tension is not important and can be
safely ignored (since Ay, is small). Therefore, in that region, (6) reduces to
oh

(44) i (h*), =0

Assume a solution in the form
h(x,t) = ho(t)H(n) ,

where 7 is our self-similar variable which measures distance to the front, n = x/z;(¢),
0 <n <1 (xzs(t) is the front position). The idea is that, after we isolate the explicit
time dependence, the shape of the film will depend only on 7. Before we proceed, it is
to be noted that this approach does not apply close to the “real” front (contact line),
since surface tension is not included.

The next step is to require that ho(t) = At®, x;(t) = Bt’, where a, 3 are self-
similar exponents. After simple algebraic manipulation, (44) reduces to
hofo—nH/—l—h—%HQH/:O,

45
(45) hoZ ¢ Ty

where " = d/dt and’ = d/dn. Now, recall that the total volume of the fluid is constant;
therefore, the volume per unit width of the domain, v, is constant as well:

1
v= hoxf/ H(n)dn = const.,
0

giving hoxf = —hots and f = —a. In (45), the first two terms do not depend ex-
plicitly on time; therefore, the last term shall not depend on time either, yielding
a = —1/3. Therefore, we obtain that the fluid is thinning far behind the front ac-
cording to hg o< t~1/3, while the front itself propagates according to Ty X /3.

We can now easily solve the ODE (45). Integrate it once, and use H(0) = 0 as
a BC. The result is H(n) = \/Bn/A. Using (44), we obtain A = 1/3 and h(x,t) =
\/x/3t. It is now easy to show that B = (27v?/4)*/3. To summarize, the domain of
the self-similar solution ends abruptly at

5 1/3
xy(t) = <Zv2t) ,

and the thickness at x is given by
v\ 1/3
e =he=(5;) -
(zr) =hy =5
This approach allows us to determine (approximately) the fluid thickness of the

plateau behind the capillary ridge (see Figure 2). Combine the last two results above
to obtain that the fluid thickness at = is given by

v

4 hp=—
(46) = %,

This expression is used in section 3 to estimate the scales needed to compare theo-
retical and experimental results. FExercise D.2 discusses under what conditions the
change of the plateau thickness with time can be ignored.

Ezercise D.1. By replacing the self-similar solution in the neglected terms in (6),
show that it is valid if these two conditions are satisfied: 1 < (482°t)1/2, D < (3xt)/2.
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Ezercise D.2. Compare the following two time scales: (1) 1/oas, where opy is
the maximum growth rate, given in Table 1, and (2) T, on which hy specified by
(46) changes significantly. Show that for the parameters as specified in section 3,
1/oam < T. Based on this result, conclude that the time dependence of hy can be
safely ignored for early times of instability development.

Ezercise D.3. Consider the problem of a spreading drop on a horizontal surface,

oh _ 0 (,50h
ot ox ox

Following the similarity method, assume h(x,t) = ho(t)H(n), n(t) = «/z¢(t). Use the
following BCs: H(0) =1, H(1) =0, H'(0) = 0. Show that the shape of a drop is
given by (1 —n?)Y/3. Find how this profile evolves in time.
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